
adrianalacyconsulting.com | @adrianalacyco | info@adrianalacyconsulting.com

This sample Code of Ethics provides a framework for news organizations seeking to integrate
artificial intelligence (AI) into their operations responsibly and ethically. The code is divided into
ten sections that outline the guiding principles and best practices for AI use in journalism,
focusing on purpose and scope, transparency, data privacy and security, fairness and diversity,
accountability and responsibility, collaboration, human oversight, training and education, public
engagement, and the establishment of an ethical review board.

To use this code effectively, newsrooms should adapt it to their specific needs, taking into
account their organizational structure, AI applications, and existing policies. It is essential to
communicate the principles outlined in this code to all staff members involved in AI
development, deployment, or management, and ensure their commitment to adhering to these
guidelines.

As AI technology and its ethical implications are constantly evolving, news organizations should
regularly review and update their Code of Ethics to stay current with industry best practices and
advancements in AI. By adopting and implementing this framework, newsrooms can harness
the power of AI while maintaining the highest standards of ethical journalism and preserving
public trust.

Preamble

As a news organization committed to responsible journalism, we recognize the transformative
potential of artificial intelligence (AI) in enhancing our reporting and serving our audiences. We
also acknowledge the ethical challenges that AI presents and are dedicated to upholding the
highest standards of integrity, accuracy, and fairness in our use of these technologies. This
Code of Ethics serves as a guiding document for the development, deployment, and
management of AI systems in our newsroom.

I. Purpose and Scope
1. Clearly define the specific tasks and roles for which AI will be used in our newsroom,

such as content generation, moderation, analysis, or personalization.
2. Establish limitations and restrictions on AI use to prevent misuse and maintain ethical

standards.

II. Transparency

1. Clearly label AI-generated content to differentiate it from human-produced content.
2. Disclose AI's purpose, limitations, and potential biases to our audience.
3. Encourage internal transparency by keeping staff informed about AI implementation and

its impact on their work.
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III. Data Privacy and Security

1. Develop policies for data collection, storage, and sharing that adhere to relevant privacy
laws and industry best practices.

2. Implement robust security measures to protect data from unauthorized access, theft, or
manipulation.

3. Consider anonymizing or aggregating data to minimize potential harm to individuals or
communities.

IV. Fairness and Diversity

1. Use diverse training data to mitigate biases in AI systems and ensure fair representation.
2. Regularly evaluate AI algorithms for fairness, accuracy, and potential discriminatory

outcomes.
3. Encourage diverse perspectives in AI development and deployment to create more

inclusive and equitable journalism.

V. Accountability and Responsibility

1. Define the responsibilities of journalists, editors, developers, and other stakeholders
involved in AI deployment.

2. Establish processes for regular monitoring, evaluation, and updates of AI systems to
maintain ethical standards.

3. Implement a feedback loop for staff to report concerns or potential ethical issues related
to AI use.

VI. Collaboration

1. Encourage open communication between journalists, editors, and AI developers to
address concerns and share expertise.

2. Facilitate regular meetings and discussions to ensure that AI systems align with
journalistic values and ethical standards.

3. Share best practices and lessons learned from AI implementation with other news
organizations to promote responsible AI use in the industry.

VII. Human Oversight

1. Develop a workflow that incorporates human review of AI-generated content before
publication or distribution.

2. Assign experienced editors or journalists to oversee AI-assisted decision-making
processes, such as content moderation or personalization.



3. Establish clear guidelines and criteria for human reviewers to evaluate AI-generated
content and make necessary adjustments.

VIII. Training and Education

1. Offer regular training sessions, workshops, or seminars on AI technologies, their
applications in journalism, and ethical implications.

2. Provide access to resources, such as articles, reports, and online courses, to help staff
stay informed about AI developments and best practices.

3. Encourage staff to participate in industry conferences or events that focus on AI and
ethics in journalism.

IX. Public Engagement

1. Conduct surveys, focus groups, or other forms of audience engagement to gather
feedback on AI-generated content and the perceived impact of AI on journalism.

2. Create channels for the public to voice concerns or report potential ethical issues related
to AI use in our newsroom.

3. Be transparent about how feedback is incorporated into AI system updates and
improvements, demonstrating a commitment to accountability.

X. Ethical Review Board

1. Form an ethical review board with representatives from various backgrounds and areas
of expertise to assess AI systems and their impact on journalism.

2. Develop a charter outlining the board's mission, goals, and responsibilities in overseeing
AI use in the newsroom.

3. Encourage the board to conduct regular audits of AI systems, policies, and practices,
and provide recommendations for improvement.

4. Adherence and Updates
5. All staff members involved in the development, deployment, or management of AI

systems in our newsroom are expected to adhere to this Code of Ethics. We recognize
that AI technology and its ethical implications are constantly evolving. As such, we
commit to reviewing and updating this Code of Ethics periodically to ensure it remains
relevant and reflective of the latest advancements and best practices in AI and
journalism. Our ultimate goal is to harness the power of AI to enhance our reporting and
better serve our audiences while maintaining the highest standards of ethical journalism
and public trust.



Sample Text: Newsroom Code of Ethics
for AI Integration

Preamble

At [News Organization], we are committed to responsible journalism and ethical use of
technology. Recognizing the transformative potential of artificial intelligence (AI) and its
challenges, we have created this Code of Ethics to guide our integration of AI in our newsroom,
ensuring that we uphold our values of integrity, accuracy, and fairness.

I. Purpose and Scope

1. At [Your News Organization], AI will be used to streamline workflows, enhance audience
engagement, and improve content quality.

2. AI will assist with tasks such as transcription, translation, data analysis, and content
recommendations.

3. AI will not be used to manipulate or fabricate content, nor for purposes that compromise
our journalistic ethics.

II. Transparency

1. AI-generated content will be clearly labeled, differentiating it from human-produced
content.

2. We will inform our audience about the role of AI in our newsroom, its limitations, and
potential biases.

3. Internal transparency will be maintained through regular updates and open discussions
with staff members.

III. Data Privacy and Security

1. Our data collection, storage, and sharing policies adhere to relevant privacy laws and
industry best practices.

2. We will employ robust security measures to protect data from unauthorized access, theft,
or manipulation.

3. Anonymizing or aggregating data will be prioritized to minimize potential harm to
individuals or communities.



IV. Fairness and Diversity

1. Diverse training data will be used to mitigate biases in AI systems and ensure fair
representation.

2. AI algorithms will be regularly evaluated for fairness, accuracy, and potential
discriminatory outcomes.

3. We will foster diverse perspectives in AI development and deployment for more inclusive
journalism.

V. Accountability and Responsibility

1. Journalists, editors, developers, and other stakeholders will have defined responsibilities
for AI deployment.

2. Processes for regular monitoring, evaluation, and updates of AI systems will be
established to maintain ethical standards.

3. Staff members will have channels to report concerns or potential ethical issues related to
AI use.

VI. Collaboration

1. Open communication between journalists, editors, and AI developers will be encouraged
to address concerns and share expertise.

2. Regular meetings and discussions will ensure AI systems align with our journalistic
values and ethical standards.

3. We will share best practices and lessons learned from AI implementation with industry
peers to promote responsible AI use.

VII. Human Oversight

1. Human review of AI-generated content will be incorporated into our workflow before
publication or distribution.

2. Experienced editors or journalists will oversee AI-assisted decision-making processes.
3. Clear guidelines and criteria will be provided to human reviewers to evaluate

AI-generated content and make necessary adjustments.

VIII. Training and Education

1. We will offer regular training sessions on AI technologies, their applications in journalism,
and ethical implications for our staff.

2. Resources will be provided to help staff stay informed about AI developments and best
practices.



3. Staff members will be encouraged to participate in industry events focusing on AI and
ethics in journalism.

IX. Public Engagement

1. We will conduct surveys or focus groups to gather feedback on AI-generated content
and its perceived impact on journalism.

2. Channels for the public to voice concerns or report potential ethical issues related to AI
use will be created.

3. We will be transparent about how feedback is incorporated into AI system updates and
improvements.

X. Ethical Review Board

1. An ethical review board, composed of diverse representatives, will be formed to assess
AI systems and their impact on journalism.

2. The board's mission, goals, and responsibilities will be outlined in a charter.
3. The board will conduct regular audits of AI systems, policies, and practices, providing

recommendations for improvement.

Adherence and Updates

All staff members at [News Organization] involved in AI development, deployment, or
management are expected to adhere to this Code of Ethics. We understand that AI technology
and its ethical implications are continually evolving, and we are committed to staying current
with industry best practices and advancements in AI.

To ensure our Code of Ethics remains relevant, we will periodically review and update it. This
process will involve considering the latest developments in AI and journalism, as well as
feedback from our staff and audience. Our ultimate goal is to harness the power of AI to
enhance our reporting and better serve our audiences while maintaining the highest standards
of ethical journalism and fostering public trust.


